
Utilizing Large Language Models for Disease Phenotyping in
Obstructive Sleep Apnea

Ifrah Khurram
San Juan Bautista School of Medicine

ifrahk@sanjuanbautista.edu

I Introduction

To understand the interplay between Obstructive Sleep
Apnea (OSA) and its associated medical conditions,
we harness the capabilities of Large Language Mod-
els (LLMs) to characterize patient health from clinical
text. OSA, an illness involving airway obstruction during
sleep, poses a significant health challenge, particularly
among U.S. Veterans. Severe complications, like heart
failure (HF), are intricately linked to OSA, urging the VA
to optimizemedical resource allocation for effectiveman-
agement. This is particularly important with the demo-
graphic shift occurring in the United States toward a pre-
dominantly elderly population [1]. This research aims
to explore the capacity of LLMs to identify disease sub-
types linked to OSA. The study seeks to inform ongoing
sleep apnea research by contextualizing potential OSA-
related symptoms and refining cohort phenotype defini-
tions by employing LLMs to categorize patients based on
their clinical text.

II Methods

We computed document-level embeddings for 331,793
discharge reports from the Medical Information Mart
for Intensive Care IV (MIMIC-IV) database using the
NERSC’s new Perlmutter supercomputer. The Perl-
mutter system provides sufficient computational re-
sources to scale the embedding of large corpora us-
ing contemporary clinical LLMs. Twelve clinical
LLMs including BioBART, BioBERT, BioGPT, BioMega-
tron, Bio_ClinicalBERT, Gatortron, and RadBERT, were
benchmarked on Perlmutter’s NVidia A100 GPUs, and
data parallelism was used to distribute the embedding
of clinical text across 40 GPUs. Across 12 different LLM
variants, 220 compute hours were used to embed the cor-
pus of discharge reports in the publicly available clini-
cal dataset MIMIC-IV. Embeddings were clustered using
K-Means. Then, the purity of clusters was measured by
Shannon entropy. Additionally, we assessed the quality
of each model by visualizing its latent space with UMAP

and manually reading sampled clinical text from clusters
of interest.

Figure 1: Parameter count, input throughput, and infer-
ence runtime for clinical LLMs.

Figure 2: Ranking themodels by Shannon entropy within
each independent OSA + comorbidity combination. Teal
is the best model for that comorbidity.

III Results
Among the evaluated LLMs, Gatortron_base’s second to
last layer consistently achieved low entropy scores along
K-means clusters (k=1024). This performance was ob-
served when discriminating OSA from 6 out of 7 co-
morbid phenotypes including atrial fibrillation, coronary
artery disease, heart failure, hypertension, stroke (broad
definition), and type 2 diabetes mellitus. Adding on, as
the number of clusters increased, model performance at
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organizing the clusters increased. When ranking clusters
by class purity, clinical notes were sampled (n=100) from
clusters of high rates of OSA patients with heart failure.
These notes describe admissions of patients with a his-
tory of OSA, dyspnea as a chief complaint, and no pre-
scription/adherence to Continuous Positive Airway Pres-
sure (CPAP) treatment. For the analysis of the UMAP
plots, each point is a patient document. The comorbid-
ity of focus for the plots below is heart failure. There is
clustering of the documents by color, separating the co-
morbidities: HF + OSA. HF is blue, OSA is red, and both
comorbidities in a patient is green. Our method shows
potential for clustering comorbidities as the color clus-
ters are prominent.

Figure 3: Gatortron_base, layer = 1, K = 1024 on HF +
OSA

IV Conclusions

Leveraging LLMs for feature discovery, this work serves
as a stepping stone toward understanding how statisti-
cal language models organize clinical information and if
relations between latent representations capture pheno-
types. Identifying sub-cohorts of OSA patients at risk of
severe complications is crucial for optimizing the alloca-
tion of costly CPAP treatment. Even though LLMs have
yet to scale in the narrow domain of clinical medicine,
our results show models trained on larger sets of data
perform better at organizing corpora by clinically rele-
vant measures.

Figure 4: BioGPT_large, layer = 0, K = 1024 on HF + OSA
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