ABSTRACT

We present a practical approach for the acceleration of an industrial
and scientific application using graphics processing units (GPUs). |
Our original application is a computational stratigraphy codebase S ft D I m t C St d -
that couples fluid flow and sediment deposition submodels. The : 0 Wa re eve O p e n a Se u y‘
application uses domain decomposition and a halo exchange to |

it the workioad among mlple workers n  ditibuted system The Acceleration of a Distributed
Application using GPUs

while re-writing computational elements in the GPU programming
language CUDA. Utilizing high performance GPU machines in the
Azure cloud, we show a minimum 90x speedup compared to a high-
end CPU based cluster. In this poster, we give a brief description of
the original algorithm, followed by a discussion of required software
changes and additions. Although this case study focuses on a
specific example, we hope this approach inspires similar efforts in
other applications.

1 STARTING POINT

Our goal is to accelerate a proprietary geology modelling
application termed CompStrat [1], which models the flow of
sediment-carrying water through a basin.

* The application uses a finite volume spatial discretization scheme,
computing the flow and sediment fluxes for each cell.

* The flux calculations can be done in parallel it information about
neighbors is kept up to date which is done via MPI.

‘ An example flow output from a CompStrat simulation

2 GPU ACCELERATION APPROACH

* Requires porting the computation to CUDA kernels [2].
« A full rewrite can potentially generate the most performant code
but is not viable from a time-to-production standpoint.

- Individual kernel swaps suffer in performance due to excessive ! A ‘ Figure 1: An “In-Place” Approach GFU 1 |
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4 MEMORY BUFFER :
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topology to make optimal selections.

- We can use the MPI structure of original CPU code by copying Comparing Simulation Speeds of Different Implementations
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the data in the halo back to the host. Calculations and Figure 2: GPU Domain Layout ‘ 1,000k 103x
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