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ABSTRACT
We evaluate the use of Julia as a single language and ecosys-
tem paradigm powered by LLVM for the development of
high-performance computing (HPC) workflows components.
A Gray-Scott 2-variable diffusion-reaction application using
a memory-bound 7-point stencil kernel is run on Frontier,
the first exascale supercomputer. We evaluate the feasibility,
performance, scaling, and trade-offs of (i) the computational
kernel on AMD’s MI250x GPUs, (ii) weak scaling up to 4,096
MPI processes/GPUs or 512 nodes, (iii) parallel I/O write
using the ADIOS2 library bindings, and (iv) Jupyter Note-
books for interactive data analysis. Our results suggest that
although Julia generates a reasonable LLVM-IR kernel, there
is nearly a 50% performance difference with native AMD
HIP stencil codes on GPU. As expected, we observed near-
zero overhead when using MPI and parallel I/O bindings
to system-wide installed implementations. Consequently,
Julia emerges as a compeling high-performance plus high-
productivity workflow composition strategy as measured on
the largest supercomputer in the world.
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1 INTRODUCTION
The recent emphasis on the end-to-end workflow develop-
ment process for high-performance computing (HPC) appli-
cations acknowledges the increasing complexity required for
achieving performance, portability, and productivity [1]. This
complexity is primarily driven by two factors: (i) the evolv-
ing application requirements for experimental, observational,
and computational science; and (ii) the extreme heterogene-
ity of our computing and data generation and processing
systems [3, 4, 7]. Julia provides: (i) a dynamic just-in-time
(JIT) compiled front end to LLVM [5], (ii) a lightweight in-
teroperability layer with existing C and Fortran HPC codes,
and (iii) a unified community ecosystem (e.g., packaging and
testing). The Julia programming language [2] is a valuable
alternative in the convergence of high-productivity and high-
performance that needs to be tested on exascale hardware.
In this work, we measure and analyze the computational
performance aspects of a Gray-Scott diffusion-reaction HPC
workflow application [6] written in Julia running on Frontier,
the first exascale system in the world1.

2 SIMULATION
Gray-Scott is a two-variable diffusion-reaction three-dimensional
model described by the partial differential equation (PDEs)
shown in Equations (1a) and (1b).

𝜕𝑈

𝜕𝑡
= 𝐷𝑈∇2𝑈 −𝑈𝑉 2 + 𝐹 (1 −𝑈 ) + 𝑛𝑟 (1a)

𝜕𝑉

𝜕𝑡
= 𝐷𝑉∇2𝑉 +𝑈𝑉 2 + − (𝐹 + 𝑘)𝑉 (1b)

1https://www.olcf.ornl.gov/frontier
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where 𝑈 and 𝑉 are the output concentrations of two re-
acting and diffusing chemicals, while the inputs are listed as
follows:

• 𝐷𝑢 and 𝐷𝑣 are the diffusion rates for𝑈 and 𝑉
• 𝐹 is the feed rate of𝑈 into the system
• 𝑘 is the kill rate of 𝑉 from the system
• 𝑛 is the magnitude of the noise to be added to the
system

• 𝑟 is a uniformly distributed random number between
-1 and 1 for each time and spatial coordinate

As illustrated in Equations (2a) and (2b), the set of govern-
ing equations are discretized in time, 𝑡 , and space, 𝑖, 𝑗, 𝑘 , on a
regular normalized mesh using a simple forward and central
differences, respectively.

𝑈 𝑡+1
𝑖, 𝑗,𝑘

= 𝑈 𝑡
𝑖, 𝑗,𝑘

+ Δ𝑡
[
𝐷𝑈∇2𝑈 𝑡

𝑖, 𝑗,𝑘
+ 𝑆𝑡𝑈

]
(2a)

𝑉 𝑡+1
𝑖, 𝑗,𝑘

= 𝑉 𝑡
𝑖, 𝑗,𝑘

+ Δ𝑡
[
𝐷𝑉∇2𝑉 𝑡

𝑖, 𝑗,𝑘
+ 𝑆𝑡𝑉

]
(2b)

where Δ𝑡 is an input time step variable, 𝑆 are the local
source terms for𝑈 and 𝑉 defined in Equations (1a) and (1b),
and the Laplacian operator ∇2 is defined in Equation (3) for
the 3D “nearest-neighbor” Jacobi 7-point stencil in normal-
ized spatial units:

∇2𝑈 𝑡
𝑖, 𝑗,𝑘

= −𝑈 𝑡
𝑖, 𝑗,𝑘

+ 1
6

[
𝑈 𝑡
𝑖−1, 𝑗,𝑘 +𝑈

𝑡
𝑖+1, 𝑗,𝑘+

𝑈 𝑡
𝑖, 𝑗−1,𝑘 +𝑈

𝑡
𝑖, 𝑗+1,𝑘+

𝑈 𝑡
𝑖, 𝑗,𝑘−1 +𝑈

𝑡
𝑖, 𝑗,𝑘+1

]
. (3)

3 CONCLUSIONS
We present an initial evaluation of the Julia programming lan-
guage on the Frontier supercomputer, up to 4,096 GPUs and
MPI processes, representing 512 nodes. We used a 2-variable
diffusion-reaction code, Gray-Scott, to test the performance
of the Julia HPC ecosystem in the development of workflow
components. As shown in Table 1, the Julia stencil solver
achieves close to 50% of the bandwidth of the AMD HIP
implementation of a Laplacian kernel on Frontier’s MI250x
AMD GPU’s, hence there is still a need to close performance
gaps. Meanwhile, we see in Figure 1, the measured weak scal-
ing due to MPI communication and parallel I/O components
suggest that bindings available in Julia are lightweight layers
on top of the underlying system MPI and ADIOS-2 library
implementations. The Julia implementation shows similar
patterns in overhead and variability typical in network and
file system communication in HPC systems when measuring
weak scalability without I/O as shown in Figure 2. Therefore,
the LLVM-based Julia HPC ecosystem presents an attractive
alternative for developing co-design components given the

high-performance and high-productivity requirements for
the end-to-end workflows powering scientific discovery (e.g.
AI, FAIR) in exascale systems.

Table 1: Average bandwidth comparison of different
stencil implementations on a single GPU.

Kernel Bandwidth (GB/s)
Effective Total

Julia GrayScott.jl
- 2-variable (application) 312 570
- 1-variable no random 312 625
HIP single variable 599 1,163
Theoretical peak MI250x 1,600

Figure 1: Weak scaling on parallel I/O showing
wall-clock times and bandwidths performance using
ADIOS2.jl on Frontier

Figure 2: Weak scaling including single MPI process
variability obtained with Gray-Scott.jl on Frontier
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