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ABSTRACT
The increasing demand for processing power on resource-constrained
edge devices necessitates efficient techniques for optimizing high-
performance computing (HPC) applications. In this paper, we pro-
pose HPEE (HPC Parameter Exploration on Edge), a novel approach
that formulates the parameter search space problem as a pure explo-
ration multi-armed bandit (MAB) technique. By efficiently explor-
ing the search space using the MAB framework, we achieve signifi-
cant performance improvements, while respecting limited compu-
tational resources of edge devices. Experimental results, based on
HPC application, demonstrate the effectiveness of our approach in
optimizing parameter search on edge devices, offering a promising
solution for enhancing HPC performance in resource-constrained
environments.
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1 INTRODUCTION
The rapid proliferation of edge devices [1], such as smartphones
and internet of things (IoT) devices, has created a demand for high-
performance computing (HPC) capabilities at the edge. However,
resource constraints and energy limitations pose significant chal-
lenges for achieving optimal performance on these devices. Edge
devices are becoming crucial for HPC due to their ubiquity and
ability to support computationally demanding applications. Pro-
cessing data locally on edge devices reduces latency and ensures
privacy and security. Additionally, HPC on edge devices enables of-
fline execution, enhancing user experiences in resource-constrained
environments.
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Parameter search optimization is essential for achieving optimal
performance in HPC applications on edge devices. However, ex-
haustively exploring the vast search space is impractical, necessitat-
ing efficient techniques for automatic configuration selection. The
multi-armed bandit (MAB) model emerges as a suitable choice [2],
dynamically allocating resources to different parameter configu-
rations based on their performance. MAB models are well-suited
for edge environments, where resource constraints and real-time
performance are critical factors. Traditional approaches have limi-
tations [3] in terms of adaptability and computational cost, making
them impractical for edge devices. To address these challenges,
we propose HPEE (HPC Parameter Exploration on Edge), which
leverages the MAB technique to optimize the parameter search
space. HPEE employs random sampling and resource allocation
to identify the best-performing configurations while discarding
underperforming ones. We present the design and methodology of
HPEE and evaluate its performance on the NVIDIA Jetson Nano,
demonstrating its effectiveness in optimizing the parameter search
space for HPC applications on edge devices.

2 PROBLEM FORMULATION
HPC parameters can be continuous, discrete, or categorical with
potential dependencies. We sample configurations uniformly and
evaluate using performance metric 𝑡 (𝑘, 𝑥). 𝑘 is resource allocation
and 𝑥 is the parameter configuration from set 𝑋 , measuring perfor-
mance at time step 𝑘 .

We define a resource parameter 𝑅, distributed among the configu-
ration spaces, to search for the optimal configuration choice. We set
the limit of the performance metric as 𝑡∗ = inf𝑘→𝑅 𝑡𝑘 , which can be
defined as the most optimal performance metric given a particular
configuration 𝑥 ∈ 𝑋 as 𝑘 approaches 𝑅. We define a∗ = inf𝑥 𝑡∗ (𝑥),
which can be defined as the smallest lower bound of the perfor-
mance metric for all configurations considered within the scope of
our evaluation, i.e., the best configuration.

Given the uncertainty regarding the rate of variation of 𝑡 (𝑘, 𝑥)
for fixed 𝑘 and 𝑡 (𝑘, 𝑥) approaching 𝑡∗ (𝑥) for fixed 𝑥 , we frame the
problem statement as an MAB problem. The algorithm samples
configurations 𝑥 from the probability distribution, and the perfor-
mance metric 𝑡 (𝑥) becomes a random variable with an unknown
distribution due to the unknown value of 𝑡∗ (𝑥).

Since the algorithm does not have prior knowledge about the
speed of convergence of 𝑡 (𝑘, 𝑥) to 𝑡∗ (𝑘, 𝑥) or the distribution of
𝑡 (𝑥), the objective is to identify a parameter configuration 𝑥 that
minimizes (𝑡∗ (𝑥) − a∗). We formalize our parameter search as the
following optimization problem OPS (Optimum Parameter Search)

OPS : minimize
𝑥

𝑡∗ (𝑥) − a∗

subject to 𝑝 (𝑘, 𝑥) < 𝑝∗,
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Algorithm 1 HPEE
Input:Maximum computational iteration (𝑅), prune factor ([)

1: Initialization: Initialize maximum stage number, 𝑠max =

log[ 𝑅 and budget, 𝐵 = (𝑠max + 1) · 𝑅;
2: for 𝑠 ∈ {𝑠max, 𝑠max − 1, . . . , 0} do
3: 𝑛 = 𝐵

𝑅

[𝑠

𝑠+1 , 𝑟 = 𝑅[−𝑠 ;
4: for 𝑖 ∈ {0, . . . , 𝑠} do
5: 𝑛𝑖 = 𝑛[−𝑖 , 𝑟𝑖 = 𝑟[𝑖 ;
6: 𝐿 = {find the execution times};
7: 𝑇 = top_𝑘 (𝑇, 𝐿, 𝑛𝑖[ );
8: end for
9: end for
10: return configuration with the smallest intermediate loss seen

so far

where 𝑝 (𝑘, 𝑥) denotes the power consumption by the edge device
during the evaluation of the configuration space, and 𝑝∗ is the
maximum allowable power range for the evaluation on the edge
device, considering its limited power capability.

3 HPEE
HPEE presented in Algortihm 1 shows the iterative configurations
refining process based on resource allocation (𝑅) and the number
of configurations ([). The algorithm operates in stages, adjusting
R and [ within each stage. The pruning process retains the top
𝑛𝑖/[ configurations at each stage. Within each inner loop iteration,
the algorithm dynamically adjusts the number of configurations
𝑛𝑖 and the resource allocation 𝑟𝑖 based on the current stage in-
dex 𝑖 . It then evaluates the configurations in 𝑇 by running them
and calculating the corresponding execution time. The algorithm
retains the top 𝑛𝑖

[ configurations based on their evaluated perfor-
mances. This process continues until all stages have been iterated
over. Finally, the algorithm returns the set of parameter configu-
rations 𝑇 that performed the best across all stages. The choice of
𝑅 determines convergence and efficiency-accuracy balance, while
[ controls exploration-exploitation tradeoff. Tuning 𝑅 and [ al-
lows customization of the algorithm to meet specific requirements
and constraints, making it suitable for resource-constrained edge
devices.

4 EVALUATION
We performed analysis using simulated data collected from AMG
HPC application run on the Nvidia Jetson Nano device. For this
particular setting, we evaluated performance in terms of execution
time. To account for real-world variations, we introduced uniform
noise. The evaluation of our optimization model for HPC parameter
configuration exploration followed a systematic approach. Random
sampling was conducted across the entire parameter configura-
tion space, allocating resources to measure execution time for each
sampled configuration. Iterative pruning was employed with a pre-
determined pruning rate, discarding configurations with extended
execution times until the best-performing configuration was iden-
tified. Multiple rounds of sampling were executed, including a fo-
cused sampling phase denoted as 𝑠 = 4 to explore themajority of the

(a) Finding optimal configuration through
successive rounds of evaluation

(b) Lowest execution time across multiple
rounds

Figure 1: Evaluation of the model across different parameter
configuration space with R = 243 and [ = 3.

(a) Performance of HPEE by customizing
𝑅.

(b) Performance of HPEE by customizing
[

Figure 2: Performance of HPEE by customizing 𝑅 and [

configuration space and make informed decisions on optimal con-
figurations. The evaluation results, as depicted in Figure 2, highlight
the sampling approaches and the identification of the most optimal
configuration through iterative pruning. In contrast, 𝑠 = 0 involved
random sampling, resulting in poor execution times. The model’s
behavior was further assessed by tuning the hyperparameters 𝑅
and [. Increased resource allocation (𝑅 = 243) yielded improved
performance, and different combinations of 𝑅 and [ showcased
variations in performance.

5 CONCLUSION
In this paper, we proposedHPEE, an approach for optimizing param-
eter search space in HPC applications on edge devices. By leverag-
ing the MAB framework, random sampling, and resource allocation,
HPEE efficiently explores the configuration space. Customization
options allow users to optimize performance based on specific re-
quirements. Results demonstrate the effectiveness of HPEE, and
future research can focus on broader device validation and advanced
MAB strategies for improved optimization.
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