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Experimental Results
Conclusions
We present an high-performance GPU 
accelerator for the PairHMM algorithm featuring 
the dynamic memory swap to provide support 
for long sequences. Experimental results show 
8154× and 1.6× performance improvements 
against the software baseline and the fastest 
hardware-accelerated solution, respectively.
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Dataset configuration

GPU: NVIDIA Tesla V100 connected to a dual-socket Intel Xeon Platinum 8167M

HaplotypeCaller execution time:

Variant Calling: process aiming 
at identifying genetic mutations

PairHMM (96%)

Context Definition

GATK 
HaplotypeCaller[1] 

represents one of the 
most used tools
to highlight such 

variants 

The core of this tool 
is the PairHMM 

algorithm

Furthermore, available hardware-based solutions 
lack in flexibility with respect to input data

Proposed Solution
Intra-task parallelism

Only storing 
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Inter-task parallelism

Ke
rne

l

Block

Dynamic 
memory 
swap that 
tailors 
memory 
resources to 
increase 
throughput 
and usability
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Evaluation against 
a threshold (T)

GPU

Alignment leveraging 
global memory

Alignment leveraging 
shared memory

R > T

R < T

Acceleration of the 
PairHMM algorithm 
on GPU

Pre-computing the required 
resources for each alignment 

allows for fine-grained tailoring 
of the allocated memory at 

runtime.

This enables us to support any 
alignment length and to exploit 

the most performant GPU 
memory for every workload.

Exposing intratask and 
intertask parallelism 
crucial to achieve high 
performance, and 
featuring a novel dynamic 
memory swap mechanism 
to increase both flexibility 
and throughput
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Evaluation of 
the dynamic 

memory 
swap on the 

GPU 
throughput, 

varying 
sequence 

length
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Evaluation 
with the 10s 

dataset[2], 
comparing the 

attained 
performance 

with State-
of-the-Art 
solutions
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1.67X

Wavefront-based 
computational 

pattern, 
same approach 
as in the Smith-
Waterman and 
Needleman-

Wunsch algorithms

Multiple 
alignments 
computed in 

parallel on the 
device, 

mapping each 
pair of 

sequences to 
a GPU block. 
The number 

of alignments
determines the 

number of 
blocks 

spawned on 
the device
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