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• K-Path Centrality (KPC) measures 
information flow along simple paths in a 
graph [1].

• Estimation involves sampling numerous 
random paths of length at most 𝐾.

• KPC estimation effectively identifies high-
betweenness vertices in many graphs [1].

• Used in various graph problems due to its 
computational efficiency [2],[3],[4].

• Requires a large number of path samples for 
large graphs.

• Introducing the RaNT-Graph: a distributed 
data structure for efficient path sampling.

• RaNT-Graph comprises three key 
components:

1. Vertex delegation partitioning [5]

2. Rejection sampling

3. Asynchronous communication [6].

• RaNT-Graph uses vertex delegation partitioning to balance compute, memory, and 
communication [5]. 

• Vertex delegation partitioning distributes high degree vertices (hubs) amongst all processors.

• Rejection sampling is employed during path sampling to randomly select an unvisited 
neighbor.

• Stepping to a delegated vertex sends the path to the processor which owns a random edge of 
the current vertex.

• Stepping to an undelegated vertex 𝑣 sends the path to the processor which owns 𝑣.

Graph 𝑛 𝑚 𝑑𝑚𝑎𝑥 𝑇 𝐾

Orkut 3M 117M 33K 74M 18

LiveJournal 4.85M 43M 20K 102M 18

Twitter 42M 1.2B 3M 580M 21

Friendster 66M 1.8B 5.2K 857M 22

web-cc12-hostgraph 89M 1.9B 3M 1B 22

Uk-2007-05 106M 3.3B 975K 1.2B 22

Fig. 1: (Left) A 1D partitioning of a graph with a hub vertex 𝑣0. Colors indicate the processor which owns the vertex. 
(Middle) A vertex delegation partitioning of the same graph, where the distributed adjacency list of 𝑣0 is shown at the 
top.  (Right) An example of a simple path. The path of vertices is 𝑣8 → 𝑣10 → 𝑣5 →  𝑣0 →  𝑣2 →  𝑣1. The path of 
processors is 𝑝2 → 𝑝3 → 𝑝3 →  𝑝1 →  𝑝0 →  𝑝0. 
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• RaNT-Graph can sample large amounts of 
simple paths, but it can also be used to 
sample walks.

• This and extending RaNT-Graph to weighted 
graphs allows it to be used for 

• Personalized PageRank

• DeepWalk

•  node2vec.

• Future optimizations include making use of 
co-located edges and other sampling 
techniques.

Fig. 2: Weak scaling experiment using R-MAT graphs 
starting at scale 26 up to scale 33. 

Table 1

Fig. 3: Strong scaling experiment. *On these graphs 1D-Rej and 1D-No-Rej values estimated by sampling 1M paths and 
extrapolating based on desired number of paths 𝑇. RaNT-Graph provides a substantial speedup when the graph contains 
a large 𝑑𝑚𝑎𝑥.

• Experiments written with YGM [5] to support MPI 
based communication.

• Utilized LLNL’s Catalyst cluster with compute nodes 
having dual Intel Xeon E5-2695v2 processors (24 cores, 
128GB DRAM).

• Table 1 presents graph details: vertices (𝑛), edges (𝑚), 
largest degree vertex (𝑑𝑚𝑎𝑥), sampled paths (𝑇), and 
max path length (𝐾).

• Compared RaNT-Graph to 1D partitioning with rejection 
sampling (1D-Rej) and without (1D-No-Rej).

• Figure 2 illustrates weak scaling on R-MAT graphs. 1D-
Rej, 1D-No-Rej, and RaNT-Graph-50K sample 50K paths 
per compute node. RaNT-Graph samples 1M paths per 
compute node.

• Figure 3 shows strong scaling using graphs from Table 1.
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