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Abstract—NWQ-Sim is a cutting-edge quantum system sim-
ulation environment designed to run on classical multi-node,
multi-CPU/GPU heterogeneous HPC systems. In this work, we
provide a brief overview of NWQ-Sim and its implementation in
simulating quantum circuit applications, such as the transverse
field Ising model. We also demonstrate how NWQ-Sim can be
used to examine the effects of errors that occur on real quantum
devices, using a combined device noise model. Moreover, NWQ-
Sim is particularly well-suited for implementing variational
quantum algorithms where circuits are dynamically generated.
Therefore, we also illustrate this with the variational quantum
eigensolver (VQE) for the Ising model. In both cases, NWQ-Sim’s
performance is comparable to or better than alternative simula-
tors. We conclude that NWQ-Sim is a useful and flexible tool for
simulating quantum circuits and algorithms, with performance
advantages and noise-aware simulation capabilities.

Index Terms—Quantum Simulators, Noise Model, Variational
Quantum Eigensolver, Ising Model

I. INTRODUCTION

In recent years, Noisy-Intermediate-Scale-Quantum (NISQ)
[1] based quantum computing (QC) has made significant
progress [2], [3]. However, despite these advances, the wider
QC community still heavily relies on classical machine sim-
ulations for the development and validation of quantum al-
gorithms. This is particularly true for the promising quantum
variational algorithms (VQA) [4], including variational quan-
tum eigensolvers (VQE) [5], [6], quantum neural networks
(QNN) [7], [8], and quantum approximated optimization al-
gorithms (QAOA) [9], [10].

There are several reasons for this dependence on classical
simulations. Firstly, the limited availability of quantum com-
puting resources such as those provided by IBMQ or Azure
Quantum means that a large number of users have to share
them, resulting in long waiting times for quantum resource
allocation. Secondly, since parameterized variational circuits
are typically deep, as a result, the depth of these circuits can
easily exceed the maximum gate allowance of NISQ devices
due to their short coherence time. Finally, current quantum
computers are not quantum-error-correction (QEC) protected
[11], [12], resulting in high error rates. Consequently, simu-
lations are necessary for validating quantum algorithms and
debugging circuits [13], [14].

A variety of quantum circuit simulators on classical comput-
ers have been proposed [15]. However, the majority of these
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Fig. 1. The framework of the NWQ-Sim simulator

simulators focus on logical qubits within an ideal isolated
system setting, where complete gate fidelity can be guaranteed,
rather than physical qubits within a practical, open environ-
ment that is subject to inevitable noise. Designing an efficient
and scalable QC simulator on classical high-performance
computing (HPC) systems presents significant challenges. In
the context of today’s heterogeneous supercomputers, the per-
formance of an application largely depends on how effectively
accelerators, such as GPUs, are utilized. However, users still
desire a unified and easy-to-use programming interface that is
suitable for their domains.

In this context, we introduce the NWQ-Sim simulator which
overcomes other simulator’s challenges and its implementa-
tion in simulating quantum circuits and VQE for the time-
dependent transverse field Ising model. We also use a device
noise model to examine the effects of errors that occur on real
quantum devices. Finally, we compare the performance of the
NWQ-Sim and IBM Qiskit simulators.

II. NWQ-SIM SIMULATOR

NWQ-Sim is a quantum system simulation environment that
runs on classical multi-node, multi-CPU/GPU heterogeneous
HPC systems. It combined two different types of simulators -
a state vector simulator SV-Sim for high performance quantum
simulation and a density matrix simulator DM-Sim for noise-
aware simulation. It supports C++, Python, Q#/QIR, Qiskit,
QASM, XACC [16] as the frontends, and x86/PPC CPU,
NVIDIA/AMD GPU as beckends. Fig. 1 shows the NWQ-
Sim framework.



t:

from qiskit_nwqgsim_provider import NWQSimProvider
#
nwgsim = NWQSimProvider('SVSimSimulator')

backend = nwgsim.backends['svsim_gpu'l
1

Fig. 2. Importing the SV-Sim simulator from NWQ-Sim
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Fig. 3. Time evolution simulation of transverse magnetization, (o), for the
state | T11) of a n = 4 Ising spin chain. Solid line represents the exact
result in comparison with the experimental simulations on Qiskit Aer and
NWQ-Sim noisy simulators represented by scatter points.

To run a quantum circuit on NWQ-Sim, first one will need
to import NWQSimProvider as shown in Fig. 2 and then

specify the backend to use. The backend corresponds to the
simulator that we want to use and is defined by the provider.

III. QUANTUM SIMULATIONS WITH A NOISY MODEL

As a first use case, a simulation was employed to model
the magnetization and temporal variations of a spin chain
governed by Ising-type interactions. Here, we will use these
precise outcomes as a reference point for our quantum simu-
lation of the Transverse Field Ising Model (TFIM). For simple
experiments, let’s consider n = 4 spin chain. We optimize the
quantum circuit and implement it on IBM Quantum Qiskit and
NWQ-Sim simulators.

Fig. 3 shows the time evolution of transverse magnetization
(o). We also use the device backend noise model to do noisy
simulations of the quantum circuits to investigate the effects
of errors which occur on real quantum devices in both Qiskit
Aer and NWQ-Sim. The noise model includes depolarization
noise, thermal relaxation noise, and measurement noise. We
use real noise data for an IBM Quantum device using the data
for ibmq_vigo stored in Qiskit Terra [17].

In the VQE simulation experiments, we use the COBYLA
method as a minimizer [18]. By comparing the noise VQE
simulations with IBM Qiskit and NWQ-Sim simulators, we
can further investigate the effect of noise on real quantum
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Fig. 4. VQE simulation in no-noise (star) and noise (solid circle) with NWQ-
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Fig. 5. QASMBench [22] with NWQ-Sim on OLCF Summit

computers. Fig. 5 shows QASM benchmark result for NWQ-
Sim simulator on the Summit supercomputer. We perform all
simulations on the Frontier [19] and Summit supercomputer
at ORNL [20] and the Perlmutter supercomputer at NERSC
[21].

IV. CONCLUSION

NWQ-Sim is a state-of-the-art quantum system simulation
environment that offers advanced features for simulating quan-
tum circuits and algorithms on classical multi-node, multi-
CPU/GPU heterogeneous HPC systems. Its versatile simula-
tion infrastructure, including the state vector simulator (SV-
Sim) and the density matrix simulator (DM-Sim), provides
high-performance quantum simulation as well as noise-aware
simulation. NWQ-Sim’s efficient inter-communication man-
agement capabilities make it particularly suitable for large-
scale simulations.

In this work, we have provided an overview of NWQ-
Sim and its implementation in simulating quantum circuit
applications, showcasing its ability to examine the effects of
errors on real quantum computers using a device noise model.
For deep quantum circuit simulations, NWQ-Sim simulator
shows comparable or better performance to the IBM Qiskit
simulator under specific environments. Furthermore, NWQ-
Sim’s performance in implementing variational quantum al-
gorithms, such as the variational quantum eigensolver (VQE)
for the Ising model, gives better performance than other
simulators. For example, it shows about 50% faster on the
GPU-based supercomputer.
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