
Scalable Algorithms for Analyzing Large Dynamic Networks using CANDY
Aashish Pandey1, Arindam Khanda2, Sriram Srinivasan3,Sudharshan Srinivasan3, S M Shovan2, Farahnaz Hosseini1, Sajal K. Das2, Boyana Norris3,and Sanjukta

Bhowmick1

1University of North Texas, 2Missouri University of Science and Technology, 3University of Oregon

Motivation
• Graph queries on large networks leverage the

stored graph properties to provide faster results.
• Real-world graphs (social networks, wireless

mobile networks) are often dynamic – graph
topology and properties change over time.

• Recomputing graph properties from scratch for
each change (node or edge insertion/deletion)
is computationally inefficient.

• We proposed a generic framework CANDY for
developing efficient parallel algorithms to
update graph properties on large dynamic
networks.

• Using our novel framework, we design parallel
algorithms to update Single Source Shortest
Path (SSSP), Multi-objective shortest path,
Pagerank, and Vertex Color.

CANDY Architecture

• CANDY: a parallel, scalable, extendable, and
user-friendly software platform for updating
important properties of dynamic networks

• Support parallel dynamic network algorithm
development on distributed memory, shared
memory, and GPUs, and their use through
user-friendly interfaces

• Comprehensive cyberinfrastructure supporting
innovative research challenges in large-scale,
complex, dynamic networks

Figure: Overview of CANDY(Cyberinfrastructure for
Accelerating Innovation in Network Dynamics)
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Figure: Parallel Update Framework

Challenges and Intellectual Merits

Challenges
• Efficiently analyzing dynamic networks for

real-life applications.
• Designing an efficient algorithm to update with

minimal graph traversal.
• Creating parallel graph computation software

infrastructure for modern heterogeneous
architectures.

Intellectual Merits
• Templates for novel scalable, parallel algorithms

for dynamic network analysis
• User-friendly functionality and tools for algorithm

creation and modification, accommodating users
with various expertise levels.

• Enabling easy access to realistic dynamic graph
datasets for efficient evaluation of parallel
algorithms.

Parallel Algorithms Developed
Using CANDY Framework

Algorithms Shared 
Memory

Distributed
 Memory

GPU

Single Source Shortest Path (SSSP) ✔ ✘ ✔

Multi-Objective Shortest Path (MOSP) ✔ ✘ ✘

Strongly-Connected Component(SCC) ✘ ✔ ✘

Vertex Color Update ✘ ✔ ✔

Page Rank (PR) ✔ ✘ ✔
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Figure: MOSP update (Shared-mem): Scalability plot

Figure: Scalability(left) and Memory Utilization(right) of SCC
update algorithm (RMAT 27)

2 4 6 8

550

600

650

700

750

601

521 518 516

645

623
611 610

692

663 661 660

782

743

722
712

Twitter (WWW)

2 4 6 8

650

700

750

800

850

683

652
643

637

765

712

701 700

834

800

788 784

866

812

799 798

Twitter (MPI)

Magnitude of Changes
10K 25K 50K 100K

Ti
m

e 
to

 u
pd

at
e 

PR

Number of GPUs

Figure: Multi GPUs PR update

Dynamic Graph Generation
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Figure: Dynamic Graph Generator

• Monitoring time and types of interaction during
graph evolution.

• Generating synthetic dataset from trained
features.

Applications
• Synthesize realistic changes for testing parallel

dynamic network algorithms.
• Benchmarks for static snapshot generators.

Conclusion

• Introduced software platform CANDY and
parallel update framework.

• Presented parallel algorithms for updating
different properties in dynamic networks.
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