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Maintaining a single codebase that can achieve good performance on a range of - XSBench Performance Relative to Baseline Performance Portability Metric (Pennycook et al., [3])
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