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Mary W. Hall is the Kahlert School of Computing Director 
and Professor at the University of Utah. Prior to joining 
Utah, Hall was a Research Associate Professor in Computer 
Science at the University of Southern California. She 
received her B.A. in Computer Science and Matheamatics 
Sciences and her M.S. and Ph.D. in Computer Science from 
Rice University. 


Hall has over 25 years of research experience with 
significant contributions to compiler optimization 
and performance tuning. She is an advocate for improving 
cultural and gender balance in CS academic programs and 
industry roles. 


“There are times when you doubt yourself. We all have. Just 
remind yourself that you can do it and go find someone who 
will encourage you. I still need that. Everywhere I’ve worked, 
I built a network [of people like me] and we help each other.”


Mary W. Hall


Francine Berman received her Ph.D. in 1979 from the University of 
Washington. She is the Director of Public Interest Technology and Stuart 
Rice Honorary Research Professor in the College of Information and 
Computer Sciences at UMass Amerst. 


Previously, at the University of California at San Diego (UCSD), Berman 
founded two laboratories – Parallel Computing Lab and Grid Computing Lab. 
The grid lab was known for the innovative AppLeS project, which explored 
the development of adaptive applications that could opportunistically 
self-schedule in distributed environments based on ambient load and 
performance projections. 


In 2015, Berman was nominated by President Obama and confirmed by the 
U.S. Senate to become a member of the National Council on the Humanities.


Francine Berman







Marsha Berger earned a Ph.D. in Computer Science in 
1982 from Stanford University, California. Her areas of 
research include numerical analysis, computational fluid 
dynamics, and high- performance parallel computing. She 
is a Silver Professor (emeritus) of Computer Science and 
Mathematicas in the Courant Institute of Mathematical 
Sciences of New York University. 


She is Group Leader of Modeling and Simulation in the 
Center for Computational Mathematics at the Flatiron 
Institute. Berger was elected to the National Academy 
of Engineering in 2005 for developing adaptive mesh 
refinement algorithms and software that have advanced 
engineering applications, especially the analysis of aircraft 
and spacecraft.


Katherine Yelick, ACM Fellow and recipient of the ACM-W Athena award, 
holds a joint research appointment at Berkeley Lab and UC Berkeley. She 
has been an Electrical Engineering and Computer Sciences professor at the 
UC Berkeley since 1991 and has held a joint research appointment at 
Berkeley Lab since 1996. 


She currently serves as UC Berkeley's vice chancellor for research. Her 
research is in high performance computing, programming systems, parallel 
algorithms, and computational genomics. She is well known for her work in 
Partitioned Global Address Space languages, including co-inventing the 
Unified Parallel C (UPC) and Titanium languages.


Marsha Berger


Katherine Yelick







Dr. Rosa Badia earned her Ph.D. in Computer Science in 1994 from 
the Technical University of Catalonia (UPC). She currently leads the 
Workflows and Distributed Computing research group at the Barcelona 
Supercomputing Center (BSC). Dr. Badia’s primary research interests revolve 
around programming models designed for complex computing platforms, 
spanning from edge and fog computing to Clouds and large-scale 
high-performance computing (HPC) systems.


Under Dr. Badia’s leadership, her research group at BSC has dedicated over 
a decade to developing the StarSs programming model, which has achieved 
significant success in adoption by application developers. At present, their 
focus has shifted towards PyCOMPSs/COMPSs, an evolution of the 
programming model tailored for distributed computing, including Cloud 
computing environments.


Rosa Badia


Juan C. Meza, is currently serving as the Division Director 
at the National Science Foundation’s Division of 
Mathematical Sciences. Prior to this position, he served as 
Dean of the School of Natural Sciences at the University of 
California, Merced. Juan also holds a position as Professor 
of Applied Mathematics, where his current research 
interests include nonlinear optimization with an emphasis 
on methods for parallel computing.


Prior to joining UC Merced, Juan served as Department 
Head and Senior Scientist for High Performance 
Computing Research at Lawrence Berkeley National 
Laboratory, where he led research programs in 
computational and data sciences. He held the position 
of Distinguished Member of the Technical Staff at Sandia 
National Laboratories and served as the manager of the 
Computational Sciences and Mathematics Research 
department before joining Berkeley Lab.


He has received numerous awards for earnestly promoting 
participation and contribution from scientists and 
mathematicians from marginalized communities of color.  


Juan C. Meza







Dr. Susan Eggers, currently a Professor of Computer Science and Engineering, 
joined the University of Washington's Department of Computer Science and 
Engineering in 1989. Her academic journey includes the completion of a B.A. 
in 1965 from Connecticut College and the attainment of a Ph.D. in 1989 
from the University of California, Berkeley.


Dr. Eggers’ research interests center around computer architecture and 
back-end compiler optimization, with a particular focus on experimental 
performance analysis. Her significant contributions to the field include 
pioneering work alongside her colleague Hank Levy and their dedicated 
students. Together, they developed the first commercially viable 
multithreaded architecture, known as Simultaneous Multithreading, 
which was later adopted by major tech giants such as Intel (marketed as 
Hyperthreading), IBM, Sun, and others. This groundbreaking achievement 
earned them the prestigious 2010 ISCA “test-of-time” award, highlighting 
the enduring impact of their innovative work.


Susan Eggers


Sarita V. Adve is the Richard T. Cheng Professor 
of Computer Science at the University of Illinois at 
Urbana-Champaign. She co-developed the memory 
models for the C++ and Java programming languages  
based on her early work on data- race-free (DRF) 
models. Adve’s broader research interests are at the 
hardware/software interface and span the system stack 
from hardware to applications, with current focus on 
scalable system specialization and resiliency. She is also 
known for her innovations in cache coherence, hardware 
reliability, and power management.


She received her Ph.D. and M.S. degrees in Computer 
Science from the University of Wisconsin - Madison in 
1993 and 1989 respectively, and the B.Tech. degree in 
Electrical Engineering from the Indian Institute of 
Technology - Bombay in 1987. 


Sarita V. Adve







Mary Lou Soffa is the Owen R. Cheatham Professor of Sciences in the 
Computer Science Department at the University of Virginia, serving as 
the Department Chair from 2004 to 2012. From 1977 to 2004, she was a 
Professor of Computer Science at the University of Pittsburgh and served 
as the Dean of Graduate Studies in the College of Arts and Sciences for five 
years. Her research interests include cloud computing, warehouse scale 
computers, software systems for multi-core architectures, optimizing 
compilers, software testing, and program analysis. She is also noted for her 
leadership in broadening participation in computing. She has directed 32 
Ph.D. students to completion, half of whom are women.  


She received a B.S. degree in Mathematics from the University of Pittsburgh 
with honors magna cum laude and Phi Beta Kappa. She received an M.S. 
degree in Mathematics from Ohio State University and a Ph.D. in Computer 
Science from the University of Pittsburgh.


“My research impacts the performance, reliability and security 
of software systems. As I teach programming type courses, students learn 
how to program in different programming languages and to write high 
quality and dependable code.”


Mary Lou Soffa


Linda Petzold is the Mehrabian Distinguished Professor 
in the Mechanical Engineering and Computer Science 
Department at the UC Santa Barbara. She received a B.A. 
degree in Mathematics and Computer Science in 1974 
from the University of Illinois at Urbana-Champaign (UIUC) 
and a Ph.D. in Computer Science from UIUC in 1978. 
Her research focuses on modeling, simulation and data 
analytics for multiscale systems in biology, engineering 
and medicine. 


She is best known for her pioneering work on the 
numerical solution of differential-algebraic equations 
(DAEs). Her software, DASSL and its successor DASPK 
for the numerical solution of DAEs, are widely used 
throughout science, engineering and technology.


Linda Petzold








José A.B. Fortes is the AT&T Eminent Scholar and Professor 


of Electrical and Computer Engineering at the University 


of Florida where he founded and is the Director of the 


Advanced Computing and Information Systems Laboratory. 


He received the B.S. degree in Electrical Engineering from 


the Universidade de Angola in 1978, the M.S. degree in 


Electrical Engineering from the Colorado State University, 


Fort Collins in 1981 and the Ph.D. degree in Electrical 


Engineering from the University of Southern California, Los 


Angeles in 1984. 


His research interests are  distributed computing, autonomic 


computing, computer architecture, parallel processing, and 


fault-tolerant computing. 


José A.B. Fortes


Barbara Helland recently concluded her distinguished tenure as the 
Associate Director of the Advanced Scientific Computing Research (ASCR) 
program within the Office of Science. In addition to her role as Associate 
Director, she played a pivotal role in spearheading the Department's 
Exascale Computing Initiative, with the ambitious goal of delivering a 
capable Exascale system by 2021.


Ms. Helland’s remarkable career within ASCR includes her prior position as 
the Director of the Facilities Division. Before assuming this leadership role, 
she served as the Program Manager for ASCR's Argonne and Oak Ridge 
Leadership Computing Facilities and the National Energy Research Scientific 
Computing Center (NERSC). Under her guidance, ASCR's facilities were 
made accessible to researchers across the nation, including those from the 
industry, through the expansion of the Department’s Innovative and Novel 
Computational Impact on Theory and Experiment (INCITE) program.


Prior to her tenure at the Department of Energy (DOE), Ms. Helland’s career 
encompassed the development and management of computational science 
educational programs at the Krell Institute. She also dedicated 25 years at 
Ames Laboratory, where she closely collaborated with nuclear physicists 
and physical chemists to create real-time operating systems and software 
tools, automating experimental data collection and analysis. She also played 
an instrumental role in the deployment and management 
of computational resources spanning the laboratory.


Ms. Helland is a highly accomplished individual who holds a B.S. in 
Computer Science and a M.Ed. in Organizational Learning and Human 
Resource Development, both earned at Iowa State University. Her 
contributions have left a lasting impact on the field of advanced scientific 
computing and research management.


Barbara Helland







As the Director of Research Computing at Boise State 


University, Elizabeth Leake brings her extensive expertise 


as a high-performance computing (HPC) consultant, 


correspondent, and advocate to the forefront. Leake’s 


contributions to the global HPC and data science industries 


have been widely recognized. Leake’s academic 


background includes a BFA in graphic design earned at 


the University of Illinois. 


In 2012, she took a pivotal step by founding STEM-Trek, 


a grassroots nonprofit organization with a global reach. 


STEM-Tre’s mission revolves around providing valuable 


opportunities for scholarly travel and workforce 


development to aspiring science, technology, engineering, 


and mathematics (STEM) scholars from underserved and 


underrepresented regions.


Dr. Jeanine Cook holds the position of Principal Member of Technical Staff 
at Sandia National Laboratories in Albuquerque, New Mexico. She is an 
integral part of the Scalable Architectures department at the Computer 
Science Research Institute, where her contributions in computer science 
research have earned her widespread recognition. Her expertise spans 
high-performance computing, performance characterization and modeling, 
hardware accelerator technologies, edge computing, large-scale system 
monitoring, data analytics, and her noteworthy efforts to diversify computer 
science for individuals with disabilities. 


Dr. Cook is also celebrated for her role as a dedicated educator and mentor 
to students. She obtained her B.S. and pursued her master’s degree at the 
University of Colorado, Boulder, before completing her Ph.D. in Electrical 
Engineering at New Mexico State University. Following her doctoral studies, 
she assumed the role of an associate professor at the same institution, 
where she successfully guided eight Ph.D. students and twelve master’s 
thesis students to graduation. 


Alongside her teaching responsibilities, Dr. Cook actively engaged in 
various diversity and inclusion initiatives, with a special focus on individuals 
with disabilities.


Elizabeth Leake


Jeanine Cook







Dr. Roscoe Giles currently serves as the Deputy Director of the Center for 
Computational Science at Boston University. In addition to this role, he holds 
professorship in the Electrical and Computer Engineering department within 
the Boston University College of Engineering, with a shared appointment in 
the Department of Physics. 


A trailblazer in the field of supercomputing, Dr. Giles made history in 2002 
when he chaired the SC Conference in Baltimore, becoming the first African 
American to assume this prestigious position. In 2004, he continued to 
break barriers by becoming the first faculty member to join the BU board 
of trustees. 


Beyond his academic and administrative roles, Dr. Giles is the visionary 
founder and executive director of the Institution of African American 
E-Culture, an organization committed to addressing the digital divide and 
ensuring equitable access to information technology for minority groups 
and underserved communities in the United States. 


Dr. Giles embarked on his academic journey with a B.A. degree in physics 
from the University of Chicago, followed by the completion of M.S. and Ph.D. 
degrees in physics at Stanford University in 1973 and 1975, respectively. 
Significantly, he holds the distinction of being the first African American to 
earn a Ph.D. in physics from Stanford University. His research interests 
encompass advanced computing architectures, distributed and parallel 
computing, and advanced scientific computing.


Roscoe Giles


Mary Ann Leung is a nationally recognized leader 


known for her pioneering work in crafting and executing 


groundbreaking programs aimed at cultivating the future 


generation of STEM (science, technology, engineering, 


and mathematics) leaders. Her commitment to bridging 


students with the world of science is evident through her 


innovative and highly impactful initiatives. In 2014, she 


founded the Sustainable Horizons Institute, dedicated to 


expanding opportunities for underrepresented individuals 


in STEM fields. 


With a background in computational chemistry, 


Dr. Leung is an accomplished researcher and prolific 


author. Her research focuses on the creation of scalable, 


parallel scientific codes for exploring quantum mechanical 


phenomena, alongside her dedication to advancing STEM 


education, workforce diversity, and inclusion.


Dr. Leung holds a Ph.D. and an M.S. in Computational 


Physical Chemistry from the University of Washington. 


She graduated with honors from Mills College, earning 


a B.A. in Chemistry with a Math minor. 


Mary Ann Leung







Susan L. Graham is the Pehong Chen Distinguished Professor of Electrical 
Engineering and Computer Science Emerita at the UC Berkeley. She received 
an A.B. in Mathematics from Harvard University and M.S. and Ph.D. degrees 
in Computer Science from Stanford University. Her research spans many 
aspects of programming language implementation, software tools, software 
development, environments, and high-performance computing. 


As a participant in the Berkeley Unix project, she and her students built 
the Berkeley Pascal system and the widely used program profiling tool 
gprof. Their paper on that tool was selected for the list of best papers from 
twenty years of the Conference on Programming Language Design and 
Implementation (1979-1999).


Susan L. Graham


Valerie E. Taylor, a fellow of IEEE and ACM, is the Director 


of the Mathematics and Computer Science Division at 


Argonne National Laboratory. She received her Ph.D. in 


electrical engineering and computer science from the 


University of California, Berkeley, in 1991. She holds a 


patent for her dissertation work on sparse matrices. 


She then joined the faculty in the Electrical Engineering 


and Computer Science Department at Northwestern 


University, where she was a member of the faculty for 


11 years.  


In 2003, she joined Texas A&M, where she served as 


head of the Computer Science and Engineering 


Department and Senior Associate Dean of Academic 


Affairs in the College of Engineering and a Regents 


Professor and the Royce E. Wisenbaker Professor in 


the Department of Computer Science.


Taylor is the CEO & President of the Center for 


Minorities and People with Disabilities in IT (CMD-IT). 


The organization seeks to develop the participation of 


minorities and people with disabilities in the IT 


workforce in the United States.


Valerie E. Taylor







Tom Davis currently serves as the Assistant to the President at Navajo 
Technical University. With an impressive career spanning over four decades, 
Davis has dedicated himself to serving tribal colleges and universities 
(TCUs) with unwavering commitment. He has held leadership positions 
in six different TCUs, playing a pivotal role in the development of robust 
academic programs and the attainment of regional and national 
accreditation for many of these institutions. 


Throughout his illustrious career, Davis has been a staunch advocate 
for TCUs to embrace and lead in the adoption of new and emerging 
technologies, aligning them with the objectives of the college, the local 
community, and the tribe. He has fostered valuable partnerships with 
leaders in technological innovation, including collaborations with the 
National Center for Supercomputing Applications at the University of 
Illinois at Urbana-Champaign and the San Diego Supercomputing Center 
at the University of California, San Diego. These strategic alliances have 
significantly contributed to enhancing TCUs’ research infrastructure 
through technology-enabled initiatives. 


Mr. Davis holds a bachelor‘s degree in English, History, and Education 
from the University of Wisconsin-Oshkosh, as well as a master’s degree in 
environmental science and policy from the University of Wisconsin-Green Bay.


Tom Davis


Oyekunle Olukotun is the Cadence Design Professor of 


Electrical Engineering and Computer Science at Stanford 


University. Olukotun is a pioneer in multicore processor 


design and the leader of the Stanford Hydra chip 


multiprocessor (CMP) research project. He founded Afara 


Websystems to develop high- throughput, low-power 


multicore processors for server systems. The Afara 


multi-core processor, called Niagara, was acquired by 


Sun Microsystems and now powers Oracle's SPARC- 


based servers. In 2017, Olukotun co-founded SambaNova 


Systems, a Machine Learning and Artificial Intelligence 


company, and continues to lead as their Chief Technologist.


Olukotun is the Director of the Pervasive Parallel Lab 


and a member of the Data Analytics tor What's Next 


(DAWN) Lab, developing infrastructure for usable machine 


learning. He is a member of the National Academy of 


Engineering, an ACM Fellow, and an IEEE Fellow for 


contributions to multiprocessors on a chip design and the 


commercialization of this technology. He also received the 


Harry H. Goode Memorial Award.


Olukotun received his Ph.D. in Computer Engineering from 


the University of Michigan.


Oyekunle Olukotun








I Am HPC
HPC FIGURES OF INFLUENCE REPRESENTING HIDDEN GROUPS


SC23 celebrates EVERYONE who has contributed to the high-performance computing field, whether their impacts have 
been great or small, technical or otherwise. Visualizations on either side of this video wall depict both the history of Women 
in HPC and the HPC Innovators & Contributors Network.


Inspired by the movie, Hidden Figures1, SC23 has partnered with Virginia Tech’s CSGenome Project to identify outstanding 
HPC figures, focusing on individuals from “hidden groups”, or groups traditionally underrepresented in HPC, including 
women, Black, Indigenous, and People of Color, and persons from other minoritized groups. The Virginia Tech team has 
correlated these figures to their CSGenome Project, a database of the technology lineage and performance of historical 
computer systems. The figures showcased in this exhibit were identified through a combination of diligent archive searches 
and open solicitations from the broader SC community. Nonetheless, the set is incomplete, U.S. centric, and represents just 
a few of the many talented individuals in HPC. 


Thank You 35th Anniversary Team


35th Anniversary Co-Chair
Tom Hutton, University of California, San Diego 
(UCSD); San Diego Supercomputer Center (SDSC)


35th Anniversary Co-Chair
Leslie Leonard, DoD High Performance Computing 
Modernization Program


35th Anniversary Committee Member
Kevin Walsh, University of California, San Diego


35th Anniversary Committee Member
Dana Freiburger, Independent Scholar


35th Anniversary Committee Member
Christine E. Cuicchi, Navy DoD Supercomputing 
Resource Center (Navy DSRC)


35th Anniversary Committee Member
Godmar Back, Associate Professor, 
CS Department, Virginia Tech


35th Anniversary Committee Member
Margaret Ellis, Associate Professor of Practice, 
CS Department, Virginia Tech


35th Anniversary Committee Member
Kirk Cameron, Professor, Assoc VP of Academic Affairs, 
CS Department and Innovation Campus, Virginia Tech


In�uential Women in HPC Timeline


view on mobile


35 Years of SC
1988–2023


The SC Conference Series commemorates 35 years of 
bringing together the top minds in High Performance 
Computing, Networking, Storage, and Analysis to share 
ideas, contributions, and advancements in the various fields 
that support supercomputing.


This exhibit celebrates the conference series from its 
beginnings in 1988 in Orlando, FL, to SC23 here in Denver, 
CO, and recognizes a number of ‘hidden figures’ who have 
advanced the field of high performance computing in 
meaningful ways.


Peruse the SC history panels to see highlights of each 
individual SC Conference, read about historically significant 
figures in the field of HPC featured on our profile panels, 
and interact with the CSGenome visualizations on either 
side of this video wall to learn more about some of the key 
contributors to the field of HPC.


sc23.supercomputing.org


This is the start of a larger “HPC History Project”. 
To nominate a figure for inclusion, please use the 
form at: CSGenome.org


1 Hidden Figures. Directed by Theodore Melfi, screenplay by Theodore Melfi 
 and Allison Schroeder, 20th Century Fox, 2016. Based loosely on the 2016 
 book Hidden Figures: The American Dream and the Untold Story of the Black 
 Women Who Helped Win the Space Race by Margot Lee Shetterly.


csgenome.org
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This Intel Paragon MP3 node board has three Intel 
i860XP-50 processor chips with each one supplying 
up to 75 Mflops of double-precision computing power. 
In addition, the board has forty DRAM memory chips 
offering 32 Mbytes of local ECC memory for these 
CPUs. When installed in a fully configured system, 
such as the Paragon XPS/150 at Oak Ridge National 
Laboratory with 1,024 MP3 node boards (see photo 
at left), it helped to deliver over 150 Gflops of 
processing power.


Announced in 1991, the Paragon represented Intel’s 
foray into the MPP, or Massively Parallel Processing, 
market and would be based on their newly designed 
CPU, the i860. Interest ran high for MPP systems in 
the 1990s with many vendors besides Intel offering 
MPP products, including Ncube, Cray, Thinking 
Machines, and Maspar. To get the best possible 
performance from these new systems, researchers 
needed to come up with innovative techniques to take 
full advantage of what these new designs offered.


For one group of investigators working on a Paragon 
system at Sandia National Laboratories, their research 
resulted in winning the 1994 Gordon Bell Prize for 
the performance they attained using the boundary 
element method to solve systems of partial 
differential equations.


Even though Intel packaged Paragon systems 
with the OSF/1 operating system, another operating 
system, SUNMOS, gained its share of users. In a 1994 
paper, Subhash Saini and Horst Simon compared 
application performance under both systems 
and found that each one demonstrated various 
advantages and disadvantages, that no one system 
was always better.


Robust processor performance depended on efficient 
data I/O performance and various parallel I/O schemes 
existed to make sure CPU’s in MPP systems were not 
starved for data. In his 1997 paper Caltech researcher 
Rajesh Bordawekar explored using a ‘collective I/O’ 
interface prototype on a Paragon system and found 
it improved overall performance as long as the 
inter-process communication (IPC) cost remained low.


In June 1994, a Paragon computer took the top 
position on the TOP500 list, this system being the 
3,680 processor XPS/140 system at Sandia National 
Laboratories. As an indication of how fast the MPP 
market would advance, by November 1997 this 
system’s ranking had fallen to #18 with the new #1 
held by an Intel-built computer named ASCI Red, also 
at Sandia, which was the first teraflop machine with 
a speed 10 times faster than a Paragon.


Given these marketplace dynamics, Intel announced 
in 1996 that it would discontinue manufacturing 
Paragon systems having sold about 100 machines. 
The Intel Paragon had performed well as a valuable 
testbed for parallel programming, operating system, 
and I/O development and earned many accolades 
along the way. Subsequent MPP systems benefited 
from this research, and they would go on to produce 
astonishingly high levels of performance.


Intel Paragon MP3 
Node Board
ca. 1994, Intel


Intel Paragon XPS/150 at Oak Ridge National Laboratory


Installed in May 1995, it came in at number three on the June 1995 
TOP500 list with a Rpeak rating of 154 Gflops. Standing next to the 
system are Ken Kliewer and Arthur Bland.


Image credit: Curtis Boles, ORNL (1996)


Artifact loan courtesy of CPUSHACK
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When a new computer system debuts in the upper 
10% of the TOP500 list of the world’s fastest 
supercomputers, this success draws quick interest 
about the key design elements enabling this newcomer 
to reside among those fast machines. For the Gordon 
Supercomputer, which entered production at the San 
Diego Supercomputer Center in 2012 and was 
designed to be a “supercomputer system suitable for 
data-intensive applications” and not simply speedy 
calculating, its appearance on the TOP500 list 
generated more than the usual attention.


Gordon’s computational power came from 1,024 
compute node boards like the one below, each having 
two Intel XEON E5-2670 CPUs running at 2.6 GHz. 
Their total computing capacity placed Gordon at 
the #48 spot on the November 2011 TOP500 list. 
By providing user programs with abundant CPU 
horsepower and a memory address space of up 
to 2TB, Gordon could readily support researchers 
working on the most demanding “big data” problems.


But where the system’s design truly excelled was in its 
ability to perform I/O, or input/output, operations. 
Gordon’s principal investigator Mike Norman 
demonstrated this at SC11 in Seattle where Gordon 
delivered a record-setting 36 million input/output 
operations per second owing to its pathbreaking 


design feature: 300TB of Intel SSD 710 series 
flash drives. According to Gordon’s co-principal 
investigator, Allan Snavely, “Intel SSDs were among 
the best” and easily helped to fulfill Gordon’s 2009 
NSF award mandate “to bridge the widening latency 
gap between main memory and rotating disk storage 
in modern computing systems.”


Predictably, many researchers were eager to take 
advantage of Gordon’s promising performance realized 
through its design’s balanced combination 
of a flexible compute node architecture and its 
voluminous flash-based SSD storage.


For example, two users studying forest growth 
dynamics found Gordon’s ability to provide a 300GB 
shared aggregated memory space helped to reduce 
the final run time of their application from over a week 
to under eight hours.


Gordon’s low-latency SSD drives proved appealing 
to many users as either fast temporary storage 
spaces or as persistent storage for large databases. 
For instance, several computational chemists looking 
for new catalysts found that only Gordon offered the 
large scratch storage able to make their search for 
larger molecules by the CCSD(T) method practical. 
When it came to databases, calculations based on 3D 


molecule structures archived in the Protein Data Bank 
(PDB) saw a 4X speedup when the database was 
accessed from Gordon’s SSD versus a hard disk.


From 2012 to 2017 Gordon delivered 450 million 
core hours to these and over 9,000 other users who 
submitted jobs to support research from an extensive 
range of scientific disciplines. Some of these users 
were newcomers to supercomputing thanks to 
the outreach efforts made by the San Diego 
Supercomputer Center to promote Gordon and i
ts data-intensive computing possibilities. While 
advanced hardware modules, such as this compute 
node board, helped to propel Gordon to a high 
TOP500 ranking, it was Mike Norman, Allan Snavely, 
and many other individuals who made it possible 
for these thousands of users to turn their data 
into knowledge.


Gordon Compute
Node Board
ca. 2011, APPRO International, Inc.


Allan Snavely & Mike Norman 


Mike Norman, right, director of the San Diego Supercomputer Center at UCSD, 
along with assistant director Allan Snavely look at Gordon, one of the most 
powerful computers in Southern California on Thursday, December 8, 2011.


Image credit: © San Diego U-T via ZUMA Press Wire


Artifact loan courtesy of the San Diego Supercomputer Center, University of California San Diego
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Why would anyone 
want to keep an old
disk pack or any 
other piece of dated 
computer hardware? 


Is it because we are 
waiting for our kids 
to find it in the attic 
or garage and ask... 


“What the heck is this?”


Maybe. But deep down we know the things we 
save help us preserve the memories associated with 
these special objects. For Jeffrey Huskamp, saving 
this disk pack meant saving some of his memories of 
computing and of the people in his life of computing. 
While this disk pack could hold 600MB of information, 
(perhaps there is actual data on the disk, sadly 
we don’t know anything about its contents), the 
memories it preserved for Jeffrey were unlimited.


This CDC 819-21 Disk Pack is just one aspect of 
Jeffrey’s historical register of memories in HPC.  
Jeffrey saved it to remember us and now we exhibit 
it and other objects at SC23 to remember Jeffrey.


CDC 819-21 
Disk Pack
ca. 1978, Control Data Corporation


SC04 General Chair Jeffrey Huskamp 


Jeffrey Huskamp (front left) looking over the build out of SC04 in Seattle 
accompanied by SC04 Planning Committee members Janet McCord (right) 
and Bruce Loftis (back left) in early November, 2004.


All images and artifact loan courtesy of Sandra Huskamp
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Computer cards and printouts at Purdue. Among lifelong collegues and friends. Celebrating with his wife Sandra. With the other love of his life.


A Hard Disk as Metaphor 
for a Life in HPC


Jeffrey Huskamp (1949–2010)


Giving to Maryland Jeffrey C. and Sandra W. Huskamp 
Endowed Computer Science Scholarship


Jeffrey C. and Sandra W. Huskamp 
Endowed Bioengineering Scholarship





